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ABSTRACT 

The rapid rise of digital streaming platforms such as Netflix has created a demand for accurate movie rating 

prediction systems to enhance user experience and content personalization. This study investigates the 

performance of the Support Vector Machine (SVM) algorithm in classifying movie ratings using historical 

metadata, including genre, duration, release year, and country of production. A quantitative approach is 

employed using RapidMiner for data mining and model evaluation. The dataset, sourced from publicly 

available open-access repositories, underwent preprocessing steps such as normalization, transformation of 

categorical attributes, and data splitting. Experimental results show that the SVM model achieved an accuracy 

of 83.10%. Furthermore, positive precision reached 82.98% and recall reached 100%, yielding a positive F1-

score of 90.61%. However, the model exhibited limitations in detecting negative ratings, as indicated by a 

negative recall of only 3.98% despite achieving 100% negative precision, resulting in a low negative F1-score 

of 7.65%. These findings suggest that while SVM performs well in identifying positive instances, further 

improvement is needed for balanced classification in real-world movie rating prediction systems. 
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1. INTRODUCTION 

The advancement of information technology has significantly impacted the digital 

entertainment industry, particularly through the emergence of streaming platforms such as Netflix. 

As these services offer vast content libraries, the demand for intelligent recommendation and rating 

prediction systems is growing rapidly. Predicting movie ratings based on content-related features is 

a critical task in recommendation systems. In particular, narrative descriptions such as synopses serve 

as primary information sources that influence users viewing decisions, making them valuable input 

for predictive modeling using natural language processing (NLP) techniques. However, utilizing 

movie descriptions for predictive tasks presents challenges due to the unstructured nature of text data. 

These descriptions often vary in style, vocabulary, semantic nuance, and sentence structure, 

complicating the task of feature extraction and classification. A further challenge lies in converting 

narrative text into numerical representations suitable for machine learning, while retaining semantic 

context. Variations in writing styles across genres, cultural influences, and marketing strategies 

further complicate this transformation. These challenges underscore the need for robust natural 

language processing techniques for feature extraction, alongside reliable classification algorithms. 

Support Vector Machines (SVM), known for their effectiveness in high-dimensional and sparse text 

data, offer a promising approach for this task. Accordingly, this study aims to evaluate the 

performance of the SVM algorithm in predicting movie ratings using only textual movie descriptions, 

thereby contributing to the development of more accurate and personalized content recommendation 

systems. 
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2. LITERATURE REVIEW 

Netflix is a globally accessible digital streaming platform, providing on-demand movies and 

series content. Its popularity has driven interest in intelligent systems for enhancing user experience, 

including automated movie rating prediction. Movie ratings are often used as indicators of a film’s 

reception and commercial success. Therefore, predictive modeling of ratings based on content 

features has become an important research area in the field of data mining and recommendation 

systems (Ilmi et al., 2023). Predictive analysis involves using historical data to model and forecast 

future outcomes. In the context of this research, it enables the prediction of movie ratings based on 

descriptive content attributes (Mujilahwati et al., 2020). 

RapidMiner is a visual data science platform that supports various machine learning 

workflows, including preprocessing, modeling, and evaluation. It is particularly suitable for 

researchers seeking to implement predictive models without extensive programming (Rafi Nahjan et 

al., 2023). Support Vector Machine (SVM) is a supervised learning algorithm widely recognized for 

its high performance in text classification tasks. Its ability to handle high-dimensional and sparse 

data makes it well-suited for processing textual information such as movie descriptions. Several 

studies have demonstrated the effectiveness of SVM in sentiment analysis and document 

categorization (Handayani et al., 2023; Mahendro et al., 2022). 

Text mining involves extracting meaningful patterns from unstructured textual data. Key 

preprocessing steps include tokenization, stopword removal, and stemming, which prepare the data 

for feature extraction. In this study, these steps are applied to movie descriptions to enable 

vectorization and subsequent classification using the SVM algorithm (Widiari et al., 2020). 

 

3. METHOD 

This research uses data obtained from public datasets that can be accessed openly, one of 

which is through the Kaggle platform. The dataset contains various information about movies, such 

as title, genre, year of release, duration, country of production, and user ratings which are used as 

target variables in the prediction process. The dataset used is data from Netflix. In data analysis and 

modeling, this research applies the Support Vector Machine (SVM) algorithm with the help of the 

RapidMiner application as the main data processing tool.  

The following figure presents the flowchart of the Support Vector Machine (SVM) method 

used in this research. The flowchart illustrates the main stages involved in building a prediction 

model, starting from the data collection stage, data pre-processing (such as data cleaning, text 

transformation, and feature extraction), data separation into training data and test data, to the model 

training process using the SVM algorithm. After the model is trained, an evaluation of the model's 

performance is conducted by measuring metrics such as accuracy, precision, recall, and F1-score to 

assess the extent to which the model is able to accurately predict movie ratings.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. SVM Method Flowchard 
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The concept of Support Vector Machine is to find the most optimal hyperplane or dividing 

line that serves to separate two classes. Support Vector Machine has the basic principle of a linear 

classifier, namely classification cases that can be linearly separated, but SVM has been developed to 

work on non-linear problems by incorporating the concept of kernels in high-dimensional 

workspaces (Octaviani et al., 2020). 

The initial steps in text data processing begin with data cleaning, which is the process of 

cleaning data from irrelevant characters such as punctuation marks, numbers, and special symbols 

that have no important meaning in the analysis. The next step is case folding, which aims to convert 

all letters in the text into lowercase letters for consistency in the analysis. After that, filtering is done 

to remove unnecessary elements, such as HTML tags or certain special characters. The process 

continues with tokenizing, which breaks sentences into words (tokens) so that they can be analyzed 

separately. Then stopword removal is performed to remove common words that do not have high 

information value, such as "and", "which", or "from". The last stage is stemming, which converts 

words to their basic form so that variations of words that have the same root can be recognized as 

one entity. All of these stages aim to improve the quality of text data before it is used in the 

classification process using the SVM algorithm. (Widiari et al., 2020). 

After the data is complete, the data is divided into two parts, namely the training set is part of 

the dataset used to train the machine learning model. This data is used by the algorithm to learn 

patterns, relationships between variables, and data characteristics in order to form a predictive model. 

and the testing set is part of the dataset that is not used in the training process, but is used to measure 

the performance or accuracy of the model that has been trained. 5 Data division in this study was 

carried out by utilizing the Split Data operator available in RapidMiner, with a proportion of 80% 

for training data and 20% for test data. From a total of 1,000 comments used in the experiment, 800 

comments were allocated as training data used to build and train the classification model, while the 

remaining 200 comments were used as test data to evaluate the performance of the model. This 

division aims to ensure that the model has enough data to learn while providing representative data 

to measure the generalization ability of the model to new data that has never been seen before 

(Hanafi, 2023). 

The next stage is the construction of a prediction model using the Support Vector Machine 

(SVM) algorithm through the SVM operator in RapidMiner. In this process, several parameters such 

as kernel type (linear, polynomial, or RBF), C value (regularization), and gamma can be adjusted to 

get the best performance. The model is trained on the training data, then tested on the pre-separated 

test data. Model evaluation is performed using the Performance (Classification) operator, which is 

defined as an evaluation tool used to measure the performance of classification models (Rahmadiani 

& Kusrini, 2023) . This operator calculates various evaluation metrics used to assess how well the 

model performs classification which will produce evaluation metrics such as Accuracy is a measure 

that shows the percentage of correct predictions of all predictions made by the model, Precision it 

measures the accuracy of the model when predicting positive classes, Recall measures the ability of 

the model to find all positive cases that actually exist in the data. That is, how much positive data is 

successfully recognized by the model., and F1-score is the harmonic mean between precision and 

recall, depending on how the rating is classified (Romadloni et al., 2022). 

The formula used to find the value of accuracy, precision, recall and F1-score is as follows. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 × 100% 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 × 100% 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 × 100% 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×  𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 × 100% 
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Description: 

TP (True Positive) = Number of positive data successfully predicted correctly by the model. 

TN (True Negative) = The amount of negative data that is successfully predicted correctly 

by the model.  

FP (False Positive) = The amount of negative data that is incorrectly predicted as positive 

by the model.  

FN (False Negative) = The amount of positive data that is incorrectly predicted as negative 

by the model. 
 

4. RESULTS AND DISCUSSION 

At this stage, the model evaluation process is carried out using the Support Vector Machine 

(SVM) algorithm that has been previously built in RapidMiner. This test aims to measure the 

performance of the model in classifying data based on patterns that have been learned during the 

training process. The following figure displays the workflow in RapidMiner designed for data 

analysis, starting with the "Read Excel" operator to import data, followed by "Set Role" to determine 

the role of data attributes. Next, "Nominal to Text" is used to convert nominal data to text, and 

"Process Documents from Data" serves for text pre-processing. The whole process is then evaluated 

using the "Cross Validation" operator to measure the performance and generalization of the model 

to be built. 

Figure 2. SVM Workflow 

The following figure illustrates the stages of the data preprocessing process which includes 

several important steps in text cleaning and standardization, namely tokenizing, case folding, 

filtering, and stopword removal. Tokenizing is the process of breaking sentences into word units 

(tokens), while case folding aims to equalize the shape of letters by converting the entire text into 

lowercase letters. Filtering is used to remove unnecessary characters or symbols, and stopword 

removal is done to remove common words that do not have high information value. This whole 

process is very important to ensure that the text data to be analyzed is in a clean, structured format, 

and ready to be used in the classification process using algorithms such as SVM. This preprocessing 

stage is an important foundation in producing accurate and reliable models. 

Figure 3. Data Preprocessing 

The following figure shows the testing process using the Support Vector Machine (SVM) 

method, a machine learning technique used for classification and regression. This test aims to 

evaluate the ability of the SVM model to separate data based on existing features so that it can 
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produce accurate predictions. From this test, it can be seen how SVM works in determining the 

optimal hyperplane that maximizes the margin between data classes, so that the model is able to 

classify new data with good performance. The results of this test are important as an indicator of the 

effectiveness of the SVM method in solving classification problems on the dataset used. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. SVM Testing 

 

The figure below displays the confusion matrix along with the accuracy value of the tested 

model. The confusion matrix provides a detailed overview of the model's performance in classifying 

the data, by showing the number of correct and incorrect predictions for each class. Meanwhile, the 

accuracy value shows the overall percentage of correct predictions by the model compared to the 

total data tested. By looking at these two components together, we can assess how well the model 

does in recognizing patterns and distinguishing classes correctly, while also identifying areas that 

still need improvement. 

Figure 5. Confusion Matrix 

 

After obtaining the confusion matrix, precision, recall, and F1-score are calculated to assess 

the accuracy, detectability, and balance of the model's performance in classification, making it easier 

to identify the strengths and weaknesses of the model.  

 

Positive TP = 824  

Positive FP = 169  

FN Positive = 0  

TN Positive = 7 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑃𝑜𝑠𝑖𝑡𝑖𝑓 =
824

824+169
 × 100% =  82,98%  

𝑅𝑒𝑐𝑎𝑙𝑙 𝑃𝑜𝑠𝑖𝑡𝑖𝑓 =
824

824 + 0
 × 100% = 100% 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑓 = 2 ×
82,98% ×  100%

82,98% + 100%
= 90,61% 
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TP (Negative) = 7 

FP (Negative) = 0 

FN (Negative) = 169 

TN (Negative) = 824 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑁𝑒𝑔𝑎𝑡𝑖𝑓 =
7

7+0
 × 100% =  100%  

𝑅𝑒𝑐𝑎𝑙𝑙 𝑁𝑒𝑔𝑎𝑡𝑖𝑓 =
7

7 + 169
 × 100% = 3,98% 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑓𝑡𝑖𝑓 = 2 ×
100% ×  3,98%

100% + 3,98%
= 7,65% 

 

5. CONCLUSION 

Based on the research on movie rating prediction on Netflix using the Support Vector Machine 

(SVM) algorithm, it can be concluded that SVM shows good and effective performance in classifying 

movie ratings. The model managed to achieve an accuracy of 83.10%, which indicates a fairly high 

level of prediction accuracy. In addition, other evaluation metrics show that the positive precision is 

82.98% and the positive recall reaches 100%, resulting in a positive F1-score of 90.61%, indicating 

that the model is very reliable in identifying positive classes. Although the negative precision reached 

100%, the low negative recall of 3.98% led to a negative F1-score of only 7.65%, indicating the 

limitation of the model in recognizing negative classes. Overall, these results confirm that SVM is 

well suited for movie rating classification tasks, but more attention needs to be paid to improving 

negative class detection for a more balanced model performance. 
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