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ABSTRACT 

The application of the K-Means Algorithm by dividing the data into one or more groups, with data included in 
one group representing similarities and other groups representing differences. To assess whether or not student 
motivation is superior, the data from the student achievement evaluation shows the average value of each topic. 
Analysis, design, coding, and system testing are all included in the research steps. Evaluation is carried out to 
be used as a basis for the characteristics used in the calculation to ensure higher values. Information systems 
can achieve successful clustering classification results by including the k-means clustering method. This 
technique rotates the centroid distance at each iteration, forming cluster points and reducing clustering time. 
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1. INTRODUCTION 

Today's technology has developed more rapidly than ever before, making it easier for us to 
utilize some of its advanced features to obtain information faster. Similar to the use of artificial 
intelligence in computers and mobile phones, artificial intelligence simplifies our lives while drawing 
attention to the consequences it will cause. In addition, because alignment errors will affect students' 
final grades later, we use this to construct the application of the K-Means technique to determine 
student achievement through the grades received. Therefore, this system is needed to enable the right 
flow of data and information determined by the process. IT implementation in the academic 
environment is proven to increase the efficiency and speed of student data management (Irwan et al., 
2024) 

Large amounts of data can be processed using data mining techniques into meaningful 
information, which is often stored in a knowledge discovery database (KDD) (Darlinda et al., 2022). 
Clustering approaches are used to group exceptional children's data. In large data sets, clustering can 
be used to identify groups of comparable items as well as patterns of distribution and connection. 
The most important step in the clustering process is to collect patterns into relevant groups so that 
similarities and differences can be identified and in-depth conclusions can be drawn (Priyatman et 
al., 2019). 

The k-means algorithm is used in the clustering approach to student achievement data in 
groups. One potential option for categorizing object attributes is the k-means cluster analysis 
method. Because of its relatively high accuracy to object size, the k-means method is relatively 
more scalable and effective when dealing with large numbers of objects. In addition, the order of 
objects has nothing to do with the k-means method (Aranda et al., 2016). 

This research was conducted at related educational institutions where samples were taken from 
UINSU students. Educational institutions can identify groups of students who need more support and 
can accept further challenges in their programs by having a better understanding of the differences 
in these groups. Improving the overall level of education can be done by using effective learning 
techniques. It is hoped that the application of clustering algorithms can help in sorting and further 
developing levels of effective learning. 
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2. LITERATURE REVIEW 
2.1. K-Means Clustering 

K-Means The clustering process involves dividing a set of items into groups (a number of 
positive integers) based on shared properties or characteristics. A cluster is characterized by its mass, 
which is short for cluster mean. K-means is a widely used cluster analysis in data mining. This 
quantization technique is vector-based (Melpa et al., 2015). 

Based on the similarity of each piece of data in the existing grouping, clustering divides the 
data into several groups (clusters). Group structure, data membership in groups, and data cohesion 
in groups are three factors that distinguish data grouping. Two types of groupings identified by 
structure are partitioning and hierarchy. A piece of data can be viewed as a group of two or more in 
a hierarchy. Each piece of data is partitioned into members of one group. Data membership in a group 
is separated into two categories: overlapping and exclusive. Data can be guaranteed to belong 
exclusively to one group and not to another group in an exclusive category. On the other hand, data 
can be grouped into many groups using overlapping categories. Clustering is separated into two 
categories, full and partial, based on the compactness category. It can be said that all data will be 
compressed into one group if all of them can be integrated into one. Data is considered to show 
deviant behavior if one or two of them are not included in the majority group. Deviant data can be 
referred to as noise, uninteresting background, or outliers (Asroni et al., 2016). 

K-Means Using a non-hierarchical approach, K-means divides the current data into two or 
more categories. This technique divides the data into groups, placing identical traits in one group and 
different traits in different groups. This data is grouped to maximize the variance between groups 
and minimize the objective function specified in each group. The k-means technique attempts to 
divide the available data into several groups, each of which has unique characteristics from the other 
groups. The following is the basic k-means algorithm : 

1. Determine the number of clusters you want to build. 
2. Set k to be the randomly generated centroid at the beginning. 
3. Using the Euclidean Distance equation as follows, determine the distance between each 

data point and each centroid : 
 

 
 
 
 
4. Sort each dataset based on how close it is to its center of mass. 
5. Verify the location of the new centroid (k). 
6. If the position of the new centroid is different from the previous centroid, return to step 3 

(Asroni et al., 2018). 
To boost learning motivation and achieve more, a data processing approach based on the K-

means clustering algorithm from student achievement results is proposed in this study. 
2.2. Student Achievement 

Student learning achievement is one of the indicators that determine the quality of education 
in higher education. Learning achievement acts as a detector of the extent of student development 
after completing their studies (Yuli Alam, 2018). Achievement will never be achieved without effort, 
either in the form of knowledge or skills. Achievement states the results that have been achieved, 
done, worked on, and so on, with results that are pleasing to the heart and obtained through hard 
work (Goa Wea et al., 2018).  In addition, in various previous studies it was found that academic 
achievement is influenced by the learning motivation of students (Lutfiwati et al., 2020). Education 
is a learning process that aims to develop individual potential to become better and of higher quality  
(Asril et al., 2023). 

In general, students have three strategic functions, namely as conveyors of truth, agents of 
change, and future generations (Betie et al., 2013). Students have the drive or motivation to carry out 
learning activities in college to achieve their desired learning goals (Masni, 2015). Students who 
have a disciplined attitude in learning are likely to apply it in their daily lives without deviating from 
the rules and obligations imposed on them (Winata et al., 2021). With students having a disciplined 
attitude in learning, students are committed to continuing to study according to lecture times, like 
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face-to-face lectures, and continuing to carry out the assigned learning assignments. This is because 
having discipline in learning will educate them to like the rules or schedules that have been set so as 
to achieve satisfactory results and can also motivate them to achieve their desired goals (Wirantasa, 
2017). Students can also ensure maximum learning achievement because discipline is one of the 
factors that influences learning outcomes (Rahmawati et al., 2021) and one of the keys to achieving 
success and success in learning (Anas et al., 2019). 

 
3. METHOD 

This research methodology explains the steps involved in applying the research framework 
methodically. The graphical framework is used to illustrate the many steps, which can be understood 
from the needs analysis procedure to the research findings. The steps in conducting the research 
include determining the data analysis needs, collecting data, analyzing it using the K-Means method, 
processing it using RapidMiner, and reporting the findings. The steps in this research will be 
discussed later based on the framework, which will be clarified by Figure 1. 

 

 
Figure 1. Research Framework 

 
3.1. Data Collection Technique 

1. Observation Method 
The observation method is used for data collection. Data is processed and taken from 

academic portals, and data cleaning is carried out. 
2. Literature Study 

A literature study is conducted to obtain data that is appropriate for research. This method 
is carried out by searching for and understanding literature from several journals related to 
the process of creating a clustering model. 

3.2. K-Means Clustering 
One of the techniques used in non-hierarchical clustering is K-means clustering, which 

involves grouping identical and related items together. Grouped data shows a higher degree of 
similarity and a higher degree of difference from other groups. In essence, clustering is a technique 
for classifying or organizing a collection of items based on features or qualities that are the same as 
other data (Rahmalinda et al., 2022). Clustering is a data mining technique whose algorithmic work 
process is unsupervised. This means that without a teacher, training is no longer needed, and output 
is also not needed. Hierarchical clustering and non-hierarchical clustering are two types of clustering 
techniques used in data mining for grouping data (Sulistiyawati et al., 2021). 
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3.3. Design Stage 

 
 
 
 
 
 
 
 
 
 
 

 
 

 

 

 

 

 

 

 

 

Figure 2. Flowchart K-Means 

The first thing to do is to start by inputting student data into a program by determining each 
cluster that has been selected. From each cluster result, the centroid distance is taken from all clusters 
and grouped into the closest distance. After that, the results will be obtained through the program 
command. 

 
4. RESULTS AND DISCUSSION 

4.1 Application of K-Means Clustering 
In using data grouping techniques, the first step is to determine the sample dataset to be used. 

The sample dataset used is 8 student data and 2 attributes, namely semester average value and number 
of credits per semester. From these 8 student data, they will be grouped into 3 clusters, namely not 
feasible (C1), feasible (C2), and very feasible (C3). 

Table 1.  Student Data 

No Students 
Semester Average 

Grade 
Number of Credits per 

Semester 

1 M1 75 15 

2 M2 82 18 

3 M3 90 20 

4 M4 65 12 

5 M5 78 16 

6 M6 88 19 

7 M7 72 14 

8 M8 95 22 

After determining the sample dataset, it is necessary to determine the initial central centroid 
randomly. In this study, the initial central centroid uses Centroid 1, which is taken from the 1st data. 
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Centroid 2, which is taken from the 4th data. And Centroid 3, which is taken from the 8th data in the 
table below. 

Table 2. Initial Centroid 

Initail Centoid 
Semester Average 

Grade 
Number of Credits per 

Semester 

Centroid 1 75 15 

Centroid 2 65 12 

Centroid 3 95 22 

After determining the initial central centroid, the next step is to calculate using the formula 
below: 

�(��) = √(�1� − �1�)2 + (�2� − �2�)2 + ⋯ + (��� − ���)2 

Calculate Distance and Cluster Update: 

1. Student M1:  
Distance to Cluster 1: 0 
Distance to Cluster 2: √((75-65)² + (15-12)²) ≈ 10.05 Distance to Cluster 3: √((75-95)² + 
(15-22)²) ≈ 21.54 
M1 remains in Cluster 1 because it has the shortest distance. 

2. Student M2: 
Distance to Cluster 1: √((82-75)² + (18-15)²) ≈ 7.07 Distance to Cluster 2: √((82-65)² + 
(18-12)²) ≈ 17 Distance to Cluster 3: √((82-95)² + (18-22)²) ≈ 14.21 
M2 moves to Cluster 1 because it has the shortest distance. 

3. Student M3: 
Distance to Cluster 1: √((90-75)² + (20-15)²) ≈ 15.81 Distance to Cluster 2: √((90-65)² + 
(20-12)²) ≈ 28.60 Distance to Cluster 3: √((90-95)² + (20-22)²) ≈ 7.07 
M3 moves to Cluster 3 because it has the shortest distance. 

4. and so on for all students. 

From the calculation of the nearest centroid distance above, the calculation results are obtained 
in the table below. 

Table 3. Cluster Results 

No Students 
Semester 

Average Grade 
Number of Credits 

per Semester 
Cluster 

1 M1 75 15 1 

2 M2 82 18 1 

3 M3 90 20 3 

4 M4 65 12 2 

5 M5 78 16 3 

6 M6 88 19 3 

7 M7 72 14 2 

8 M8 95 22 3 

 

4.2 Implementation of K-Means Clustering in Python (Jupyter Notebook) 

4.21    Import Data 

The first step in utilizing the Python programming language for data analysis is to import the 
data. The Pandas library, which is widely used in data analysis, is used to import the data. Make sure 
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that the Jupyter Notebook has Pandas installed. After that, import the library by creating a code that 
is compatible with Jupyter Notebook so that Jupyter Notebook can use it properly. The data can be 
processed after the import is complete. The student dataset consists of 8 data points consisting of 2 
attributes semester average grade and number of credits per semester in CSV format at the import 
stage data transformation. 

The requirements of the data modeling process are met by this data transformation stage. The 
process of changing data into numeric data, categorization, and other forms is called data 
transformation. The results of the transformed data are shown below. 

 

 
 

Figure 3. Initial Student Dataset 

4.22 Data Selection 

The process of selecting and preparing data according to the purpose of data analysis is called 
the data selection stage. Select the variables to be used in the grouping procedure during the data 
selection stage. The results below show the attribute results after the data selection process. 

 

 

Figure 4. Data Selection Results 

Based on the results of the data selection above, it can be seen that the number of clusters for 
the K-Means method is 3 clusters. This is because the number of clusters is 3. 3 of the clusters are 
blue, green, and red. The cluster results can be seen in Figure 4. 
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Figure 5. Clustering Results 

Three distinct clusters, each represented by a different color, have been formed from the 
collected data. An explanation of each cluster is presented below:  

1. Cluster 0 (Blue): This cluster, located near the bottom of the graph, consists of students 
who, compared to the other clusters, have relatively lower average grades and fewer credits. 
Students in this cluster often earn between 12 and 15 credits, with an average grade between 
65 and 75. To improve their academic performance, this group may need additional 
assistance. 

2. Cluster 1 (Green): Students in this cluster, located in the middle of the graph, have average 
grades and credits that are in the middle range. Students in this cluster often earn between 
75 and 85, with a total of between 14 and 18 credits. This indicates that this group of 
students is able to effectively manage their academic performance and credit load. 

3. Cluster 2 (Red): Students in this cluster, which is at the top of the graph, have the highest 
average grade points and total credits. Students in this cluster typically earn between 19 
and 22 credits, with an average grade point average of 85 and 95. Students in this cluster 
demonstrate superior academic achievement and the capacity to manage a higher course 
load. 

By having a better understanding of the differences between these groups, educational 
institutions can identify groups of students who can benefit from more involvement in their programs 
and those who need more support. Improving the overall level of education can be done by using 
effective learning techniques. 

 
5. CONCLUSION 

Based on the data processing justification using the aforementioned software tools, the 
students were grouped into three distinct clusters. Group 1 consists of students with average scores 
ranging from 65 to 75 and total credits between 12 and 15. These students may require additional 
support in managing their time and study routines. Group 2 includes students whose average scores 
fall between 75 and 85, with total credits ranging from 14 to 18. This group demonstrates the ability 
to maintain a balance between a demanding academic schedule and excellent academic performance. 
Group 3 comprises students with the highest academic performance, having average scores between 
85 and 95 and total credits ranging from 19 to 22. These students exhibit outstanding academic 
achievements and are capable of handling heavier course loads. In addition to the results obtained 
through manual processing, which were comparable to those generated automatically, the K-means 
clustering method provided grouped insights into student achievement scores, including both high 
and low performers. 
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